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Abstract. The application of process mining and analysis techniques to the pro-

cess logs of information systems often leads to highly complex results, e.g. in 

terms of a high number of elements in the mined model. Thus, clustering corre-

sponding log files is mandatory in the context of an expedient analysis. Against 

that background, many cluster techniques have been developed during the last 

years but, at the same time, it is unclear how powerful they operate in particular 

application scenarios. Therefore, the paper at hand aims at analyzing and com-

paring the capabilities of existing cluster techniques with regard to different ob-

jectives. As a result, it is shown that some techniques are more suitable for the 

handling of particular scenarios than others and there are also general challeng-

es in their application, which should be addressed in future work. 
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1 Introduction 

The execution of business processes often causes unexpected dynamics, e.g. in terms 

of their behavior depending on a variety of parameters. At the same time, upcoming 

legal regulations as well as industry or company standards make it necessary to con-

sequently check the process behavior against different demands. Moreover, the need 

for an elicitation and analysis of not yet covered business processes as a model, are of 

major importance for today’s companies. Process-supporting business software, like 

ERP and workflow systems, generally produces process execution logs, which serve 

as a basis for such inquiries. However, analyzing these logs with e.g. process mining 

techniques is challenging as they may contain very heterogeneous execution infor-

mation on many different processes and process variants. Thus, deriving process 

models based on the raw logs often leads to models of high complexity in terms of the 

number of contained elements [27], which are hard to understand and to interpret. 

Against that background, cluster techniques are used for separating the execution 

logs into groups containing similar process instances. Thereby, the intentions of clus-

tering are manifold and range from the identification of different processes and pro-

cess variants to the derivation of understandable process models with a limited num-

ber of elements. In fact, there are already isolated works like [28], which evaluate 



different process mining algorithms with process models from practice or [22] com-

paring selected process clustering techniques in specific contexts. However, a general 

overview on existing techniques as well a comprehensive comparison are missing. 

Moreover, it is still unclear how existing cluster techniques are characterized and how 

powerfully they operate in different application scenarios.  

Hence, the paper at hand aims at filling that research gap in terms of analyzing the 

capabilities of existing techniques with regard to different objectives, whereby both 

theoretical analytical and practical empirical aspects are considered. Thus, the goal is 

not the evaluation of particular techniques in the context of sample experiments 

(which is partially carried out in the papers describing the algorithms and techniques) 

but their fundamental characterization, which is rooted in the established literature, as 

well as a comparative analysis of their capabilities in realistic contexts. 

Within the theoretical analytical investigation, existing process instance cluster 

techniques are characterized by process mining specific and cluster theoretical as-

pects. In the practical empirical analysis, two areas of major interest are identified in 

the literature and serve as a basis for the design of two real life application scenarios. 

The first scenario analyzes the capabilities of existing techniques to separate a process 

log with regard to different processes, while the second scenario aims at reducing the 

complexity of the mined models and, thus, at improving its understandability. 

In order to get a framework for the theoretical analytical investigation, a morpho-

logical box will be developed in section 2. Afterwards, in section 3, the relevant lit-

erature providing corresponding techniques is identified and characterized using that 

morphological box. In section 4, a selection of the cluster techniques is then analyzed 

in the practical empirical part of the work. The limitations of the analysis are dis-

cussed in Section 5, while Section 6 provides some concluding recommendations on 

the usage of particular techniques and their further development. 

2 Morphological Box Describing Process Instance Cluster 

Techniques 

2.1 Preliminary Note 

Developing a morphological box describing process instance cluster techniques re-

quires the identification of relevant aspects within the cluster theory in general and in 

the field of process mining in particular. The development of a cluster technique is 

generally motivated by a concrete objective. Since the objective essentially affects the 

design of a particular technique, it is of high interest in both the field of process min-

ing and the comparative analysis at hand. In addition to that, the representation of 

traces is also important in that context as it affects the choice of a particular cluster 

method. The distance measurement and the cluster approach with its specific charac-

teristics are two important cluster-theoretical aspects, between which the basic litera-

ture (e.g. [14]) generally distinguishes. With regard to the practical empirical analysis, 

the availability of an implementation of a technique is obligatory, too. Thus, both 

aspects are considered in the following as well. 



2.2 Description of Characteristics 

Objective. As mentioned in Section 1, one objective is the differentiation of business 

processes [6] which are covered by a particular log file. This is also a general chal-

lenge of process mining as processes which do not have any relationships to each 

other might be modeled in an integrated manner. Thus, it might be meaningful to 

derive not only one but several process models from a log file. If that differentiation is 

already done or if the log file a priori covers exactly one process, it may be necessary 

to identify different execution variants [20] or outliers [7]. Variants can be character-

ized by several aspects, as e.g. the proceeded activities, the involved employees, the 

affected commodity group, the process duration / costs et cetera [21]. As a refinement 

of that, outliers are variants with infrequent occurrence (e.g. exceptions). Against that 

background, the objective of process identification can be understood as a special case 

of variant identification. However, only that enables a detailed analysis of the as-is 

processes. 

Another objective is to improve the understandability of the mined model(s). Here-

by, it is distinguished between the reduction of complexity in terms of the number of 

elements in general and a decomposition of the resulting models in particular [5]. 

While the reduction of the number of elements solely leads to a growing number of 

single models, the decomposition also connects the resulting models in order to clari-

fy their relationships. In addition, one might distinguish different levels of granularity. 

Thus, there are also cluster approaches focusing the hierarchization of the mined pro-

cess model(s) [10]. 

Representation of Traces. Generally, a trace can be represented in an abstract and in 

a concrete manner. The abstract representation provides a mathematical abstract view 

on a trace by using the vector space model. Different properties or characteristics 

describing a trace from a particular point of view are transformed to numerical values 

and serve as the elements of a vector. The authors of [21] suggest some corresponding 

vector profiles including the control flow (activity profile and transition profile), or-

ganizational aspects (originator profile), specific case data (case attributes profile and 

event attributes profile) and performance aspects such as the size of a trace and the 

execution durations. The most common features are presented in Table 1. 

In contrast to that, the concrete representation provides a linguistically exact view 

on the traces based on node labels without any transformations. This view is often 

used for the description of examples in the traditional process mining literature (e.g. 

traces ABC, ACD, ACE). Corresponding distance measures solely work on the rec-

orded activity sequences. 

Distance Measure. A distance measure is a numerical value, calculating the distance 

between two objects. The value ranges from 0 (the objects are equal) and has no gen-

eral upper bound in most cases (completely different). However, there are also nor-

malized distance measures, for which an upper bound exists. Generally, the distance 

between the objects i and j is equal to j and i. The used distance measure depends on 



the representation of a trace. In case of an abstract trace representation, the most 

common distance measures are the Euclidean, the Hamming and the Jaccard distance 

but the correlation between vectors and the cosine distance are relevant in some ap-

proaches as well. In case of a concrete trace representation, different kinds of edit 

distances are used to measure the distance between two strings. Thus, the number of 

edit operations (insert, delete, move) needed for the transformation of one string into 

another are calculated, whereby it is possible to use fixed or dynamic costs [13] for 

the different operations. Furthermore, the Markov chain is sometimes used for the 

representation of clusters. In that case, a trace is allocated to the cluster, whose Mar-

kov chain has the highest probability to reproduce the trace. This strategy serves as an 

alternative to the traditional distance measures. 

Cluster Approach. In order to divide a multiset of process instances into different 

groups, the basic idea is to determine the distance between all elements of the multiset 

and to put elements with low distances between each other in one group. The resulting 

groups should have a high inner density (low distance between all elements), while 

the distance between the produced groups should be high. Thereby, a variety of corre-

sponding cluster approaches exists, which are generally divided into three categories 

–  hierarchical, partitioning and density-based approaches [12, 14].  

Table 1. Most common features for a vector representation of traces 

Property Description 

activity profile [21] number of occurrences of each function in a trace 

originator profile [21] number of events which have been caused by each originator 

transition profile [21] number of occurrences of each combination of two activities 

case attributes profile [21] individual case data attributes serve as the vector elements 

event attributes profile [21] number of  events with particular attributes 

performance profile [21] trace length, case / task durations, minimum, maximum, mean and medi-

an time difference between events of a trace 

custom profile [21] individual case / event properties 

maximal repeat feature set 

[1]  

number of occurrences of each maximal repeat (a subsequence that oc-

curs in a maximal pair; a maximal pair is a pair of identical subsequences, 

which cannot be extended without destroying the equality) 

super maximal repeat 

feature set [1] 

number of occurrences of each super maximal repeat (a maximal repeat, 

that never occurs as a substring of another maximal repeat) 

near super maximal repeat 

feature set [1] 

number of occurrences of each near super maximal repeat (a super maxi-

mal repeat, which is not contained in any other maximal repeat) 

maximal repeat alphabet 

feature set [1] 

sum of occurrences of each maximal repeat under the equivalence class 

of the repeat alphabet 

super maximal repeat 

alphabet feature set [1] 

sum of occurrences of each super maximal repeat under the equivalence 

class of the repeat alphabet 

near super maximal repeat 

alphabet feature set [1] 

sum of occurrences of each near super maximal repeat under the equiva-

lence class of the repeat alphabet 



Hierarchical approaches are subdivided into agglomerative and divisive algo-

rithms, which differ in the order in which they create clusters. Agglomerative algo-

rithms start with n clusters of size 1, whereas divisive techniques start with 1 clusters 

of size n. An agglomerative cluster algorithm merges two clusters in every step until 

only one all-embracing cluster remains. On the contrary, divisive algorithms split an 

all-embracing starting cluster to n clusters of size 1. Partitioning approaches construct 

k cluster centroids which are then iteratively altered. Density-based approaches focus 

on the inner density of each cluster. The input objects are examined to determine re-

gions with a high density.  

An important property of a cluster algorithm is the handling of the amount of clus-

ters which should be produced. Three different characteristics can be distinguished, 

namely (1) the number of resulting clusters must be provided, (2) the algorithm auto-

matically determines the number of clusters or (3) the maximal number of clusters 

must be provided as an upper bound. Another important property is the type of the 

cluster membership. Hard cluster algorithms allocate each input object to exactly one 

cluster, while fuzzy algorithms allow an allocation to multiple clusters at the same 

time. 

With regard to particular cluster objectives, it might be meaningful to include an 

external validation directly to the cluster approach. E.g. in the context of process min-

ing, the cluster approach of [3, 4] explicitly considers the fitness of the process mod-

els to the log data (within a cluster) they are mined from. 

In addition to the three mentioned cluster categories, other approaches, especially 

neuronal networks, are used in the context of clustering process instance data as well. 

Implementation. Generally, the implementation of a cluster approach is of high in-

terest as it is the only procedure that allows the application of particular techniques in 

the context of an evaluation or a real world scenario. 

Basically, one may distinguish between whether an approach is implemented or 

not. Depending on the evaluation objectives and on the general parameters, it may 

also be important to know the attributes of an implementation, e.g. being publically 

available, open or closed source or distributed in a free or a commercial manner. 

 

Based on the description of the characteristics above, the morphological box present-

ed in Table 2 describing existing process instance cluster techniques was derived. 

3 Selection of Process Instance Cluster Techniques 

In order to identify the relevant literature, the databases Springer, ACM, IEEE Xplore, 

Ebsco, ISI Web of Science, ScienceDirect, Scopus and Google Scholar were searched 

for the terms: “trace clustering” AND “process”, “sequence clustering” AND “pro-

cess”, “clustering” AND “process instances”, “clustering” AND “process mining”, 

“clustering” AND “BPM”, “clustering” AND “log data”, “clustering” and “log files”. 

It was desist from further restrictions like a time limit. Moreover, a backwards search 

was conducted on known journal articles and conference proceeding. The identified  



Table 2. Morphological box describing process instance cluster techniques 
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Prime 

objective 

process 

identification 

(5%) 

variant 

identifica-

tion (40%) 

outlier 

identification 

(5%) 

reducing com-

plexity (55%) 

model de-

composition 

(5%) 

model hier-

archization 
(10%) 

Trace  

representation 
abstract (75%) concrete (25%) 

C
lu

st
e
r
-t

h
e
o
r
e
ti

c
a
l 

a
sp

e
c
ts

 Distance  

measure 

euclid (55%) jaccard (10%) cosine (10%) 
edit distance (fix 

costs) (5%) other 
(25%) 

hamming (5%) correlation (5%) 
markov chain 

(20%) 

edit distance (varia-

ble costs) (10%) 

Cluster  

approach 

partitioning clustering 

(60%) 

hierarchal clustering 

(40%) 

density clustering 

(10%) 

neuronal network 

(5%) 

Cluster  

assignment 
fuzzy (10%) hard (90%) 

#Clusters predefined (40%) 
maximum prede-

fined (10%) 
undefined (45%) 

depending on other 

parameters (5%) 

Im
p

le
m

e
n

-

ta
ti

o
n

 

a
sp

e
c
ts

 Tool 

distribution 
free (50%) commercial (0%) both (5%) none (45%) 

Source code open (50%) closed (5%) not available (45%) 

Hint: The percentage values outline the occurrence within existing techniques. See Table 3 for details. 

articles were selected concerning whether or not they consider the clustering of busi-

ness process instance data. In case of more than one article developing a clustering 

approach (e.g. because of improvements or further developments), generally the new-

est article was taken into account. 

Overall, 20 approaches were identified, which are now characterized using the de-

veloped morphologic box. 70% of the approaches name improving the understanda-

bility of the resulting models in general as the prime objective and also 55% focus the 

reduction of the complexity of the resulting model(s) in particular. The identification 

of different processes and process variants is the prime objective of 45% of the arti-

cles. 

Furthermore, 75% of all approaches use an abstract trace representation, whereby 

the most often used distance measure is the Euclidean distance. Considering the clus-

ter category, 60% of the approaches use a partitioning algorithm, even so a hierar-

chical clustering is applied in 40% (multiple assignments are possible, as some ap-

proaches provide the possibility to switch between different cluster algorithms). Fur-

thermore, 45% of the approaches do not require an initial setting of the number of 

resulting clusters, however 40% do. Thus, only 5% allow the setting of a maximal 

number of resulting clusters. Moreover, 2 of the 20 approaches work with fuzzy clus-

ters. The characterization of the particular process instance cluster techniques is pre-

sented in Table 3. 

Within the analyzed papers, 10 different implementations where explicitly named: 

ProM 5 – DWS Mining & Analysis [2, 9], Microsoft SQL Server [6], ProM 5 – Trace 

Clustering [21], ProM 5 – Sequence Clustering [27], ProM 5 – Fuzzy Miner [24], 

reBPMN [17], Markov Cluster Algorithm [7], Medtric Process Mining Studio [20], 

ProM 6 – ActiTraC [3, 4] and Apromore [5]. 
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4 Practical Empirical Analysis 

4.1 Scenario Selection 

The idea of the practical empirical analysis is to get insights on how powerfully exist-

ing process instance cluster techniques operate in different application scenarios. 

Thus, two concrete scenarios where selected, covering the most important objectives 

in that area. The importance was ascertained based on the number of indications as a 

prime objective for developing a particular process instance cluster technique. 

Nearly 50 percent of the analyzed papers named the identification of different pro-

cess variants as their prime objective, while one of them explicitly named process 

identification. Against the background that the differentiation of processes is a special 

case of differentiating process variants, the first scenario aims at the separation of a 

log file with respect to different processes. Moreover, 55% of all analyzed papers 

primarily aim at the reduction of complexity of the mined models. Thus, the second 

scenario focuses on this aspect. The selection of that scenario allows to address the 

prime objective of 90% of all identified process instance cluster techniques (Table 3). 

4.2 Restriction of Selected Techniques 

Since it is necessary to have an implementation of a particular process instance cluster 

technique in order to analyze its behavior and compare it to others, only those tech-

niques for which a working implementation is available are selected. Under the con-

sideration of these conditions, the following techniques are applied in analysis, as all 

of them work with the same input data (IDs of table 3 are given in the brackets): DWS 

Mining and Analysis in ProM 5 (4, 11), Trace Clustering in ProM 5 (12), Sequence 

Clustering in ProM 5 (14), Fuzzy Miner in ProM 5 (16), ActiTraC in ProM 6 (18, 19). 

A further limitation leading to a subsequent selection of the cluster techniques may be 

the vectors representing the single cases, as some of them require further case or task 

information apart from the regular log requirements of process mining (case, task, 

timestamp, originator). The only affected cluster technique is that from [21], as addi-

tional (partially individual) information on a case is described. However, the ap-

proach, as well as its implementation, allows the clustering without these data. Thus, 

no further restrictions were performed. 

4.3 Scenario 1: Process Identification 

The first scenario aims at the separation of a log file containing three different pro-

cesses. The logs from the Incident Management process at RaboBank Group ICT 

[26], the loan application process at a financial institute from the Netherlands [25] and 

the translation process at the workflow system ANONYMIZED [23], consisting of 

500 instances each and overlapping in time, were randomly extracted and aggregated  



Table 4. Applied cluster techniques, number of cluster initially set to 3 

  #instances  #instances  #instances 

C 

SC 

F I T 

TC 

F I T 

AT 

F I T 

1 138 248 137 290 0 1 0 0 197 

2 175 138 190 210 29 499 0 0 263 

3 187 114 173 0 471 0 77 0 0 

Legend: C=Cluster-No; SC=Sequence Clustering; TC=Trace Clustering; AT=ActiTraC; F=financial traces; 

I=Incident traces; T=translation traces 

to one new log file containing 1,500 instances overall. It was now tried to automati-

cally separate the log file concerning the three different processes. 

In a first step, for all cluster techniques allowing an initial setting of the number of 

resulting clusters (Sequence Clustering, Trace Clustering, ActiTraC), that parameter 

was set to 3, all other parameters were set to default. Table 4 shows that the three 

cluster techniques produce substantially different clusters. The Sequence Clustering 

approach [27] derives three clusters containing a high amount of traces from all three 

processes. Since increasing the number of clusters to 6, 9, 12, 15 or 18 clusters leaded 

to the same result, it is concluded that the Sequence Clustering approach is not able to 

identify the different processes and adequately separate the log file in the intended 

manner. In contrast to that, the results of the other two approaches seem more promis-

ing. The third cluster of the Trace Clustering technique [21] solely contains instances 

from the Incident process and, except for one outlier, also the first cluster only con-

tains instances from one process – the loan application process. Nevertheless, cluster 

two contains traces from all processes but it is considerable that the cluster contains 

(nearly) all traces from the translation process. Increasing the number of clusters for 

this approach leads to more detailed results as the clusters do not only become clearer 

with regard to the different processes but also with regard to the identification of dif-

ferent execution variants. A visualization of a clustering leading to 12 clusters is pre-

sented in Fig. 1a, where all clusters (except for 1.1) solely contain traces from exactly 

one process. Furthermore, the resulting clusters from ActiTraC [3, 4] are quite clear, 

as all three clusters solely contain instances from exactly one process. However, there 

are two variants of the translation process, while a cluster representing the Incident 

Management process is missing. 

Also the cluster techniques which do not allow the initial setting of the number of 

resulting clusters were applied to the log files. The DWS Miner [2, 9] produced 12 

clusters, whereby 11 of them solely contain traces from exactly one process and only 

one cluster covers all three processes (F: 65, I: 107, T: 209). These 11 clusters cover 4 

variants of the loan application process, 4 variants of the Incident Management pro-

cess and 3 variants of the translation process. The aggregated binary significance 

matrix produced by the fuzzy miner (Fig. 1b) very clearly shows the three different 

processes as clusters with their contained activities. 

As a result, it is generally possible to separate a log file with regard to different 

processes with particular cluster techniques. However, apart from the Fuzzy Miner, 

none of the used approaches was able to generate three clusters containing the 500 

traces of the corresponding processes.  



 

Fig. 1. Process separation with Trace Clustering and Fuzzy Miner 

4.4 Scenario 2: Reducing Model Complexity 

The second scenario aims at the reduction of complexity of the mined models. There-

fore, a log file containing 1,500 traces from the above mentioned load application 

process were created and used as the data basis for clustering. 

Against the background that complexity is often understood as the size of a model 

in terms of its amount of nodes, edges and the relation between each other, the 

achievement of that objective is quantified with corresponding metrics. Generally, the 

HeuristicsMiner of ProM is used for deriving a model 𝐺 for all generated clusters.  

Since the resulting heuristic nets solely contain activity nodes and directed arcs, 

only complexity metrics considering exactly these constructs can be taken into ac-

count. Thus, referring to [18], the metrics presented in Table 5 are selected to quantify 

the complexity of the resulting models. Indeed, the metrics CNC and CN have a very 

strong correlation. Though, as CNC represents a relation between arcs and nodes 

while CN provides an absolute difference, it is decided to calculate both. The corre-

sponding values for the derived model (Fig. 2) from the unclustered log file can be 

found in the last column of the table. 

In contrast to the first application, only 4 (instead of 5) different cluster approaches 

are considered, which is grounded in the implementation of the Fuzzy Miner (16). 

Thereby, it is neither possible to look at the concrete clusters nor to mine different 

models from them. All other cluster techniques are applied with different parameteri-

zations in order to find the best possible solution. An abstract of the aggregated result 

is presented in Table 5. All generated clusters from the applied cluster techniques lead 

to models with lower complexity than the unclustered log file in terms of the men-

tioned complexity metrics. However, there are substantial differences in the clusters 

produced by the different techniques. For example the Sequence Clustering approach 

[27], which is applied in 5 different configurations (#c=3,6,9,12,15), produces clusters 

whose heuristic nets show a significantly higher amount of nodes and arcs than those 

from the other approaches (with parameterizations leading to a similar number of 

clusters). This can also be seen in the other metrics. However, the density seems to be 

quite low, which is grounded in the generally high amount of nodes. Thus, one should 

interpret these metrics only under the additional consideration of the other metrics. 



The DWS [2, 9], the ActiTraC [3, 4] and the Trace Clustering [21] approaches lead to 

clusters whose models have higher density values than the unclustered one, which is 

another effect of the lower number of nodes and arcs. 

The ActiTraC approach always produces the same clusters in the standard configu-

ration. E.g. if the number of clusters is set to 3 in one run and set to 6 in another, the 

first three clusters of the 6C-run are equal to the clusters derived with the 3C-run. In 

that configuration, only equal instances or part-of instances are considered, which are 

ordered by relevance (number of affected instances). Thus, the 6
th

 cluster of the 6C- 

run only covers 19 instances, so that it was not meaningful to set the number of clus-

ters to a higher value in the standard configuration. In order to demonstrate the re-

sults, the heuristic nets derived from the produced clusters are presented in Fig. 2b 

(without the 6
th

 cluster, as it covers all other traces). One can see that these 5 simple 

models (in terms of complexity) describe over 40% of the whole log. In fact, the 𝐶𝑁 

and the 𝐶𝑁𝐶 values are generally lower than those of the other approaches.  

Within the applied settings, the ActiTraC application with an ICS-fitness of 0.95 

leads to the best values with c=5. The approach also presents the most promising 

overall results in terms of the metrics. Another special phenomenon can be observed 

in the behavior of the Trace Cluster approach [21], which was applied in 7 different 

configurations (w=1, h=3; w=2, h=3; w=3, h=3; w=4, h=3; w=4, h=4; w=5, h=3; 

Table 5. Complexity measurement after log clustering with different approaches 

 

S
eq

 3
 

S
eq

 6
 

S
eq

 9
 

S
eq

 1
2
 

S
eq

 1
5
 

D
W

S
 S

td
. 

D
W

S
 5

-5
-5

-1
0
 

A
ct

iT
ra

C
 3

 S
td

 

A
ct

iT
ra

cC
 6

 

S
td

 

A
ct

iT
ra

C
 6

 

0
.9

5
 I

C
S

 

T
C

 1
-3

 

T
C

 2
-3

 (
eq

u
a
l 

to
 u

n
cl

u
st

er
ed

) 
 #c 3 6 9 12 15 4 6 4 7 7 3 1 

|𝐴| 

min 94 68 34 54 34 31 10 2 2 7 2 141 

avg 101.3 74.5 69.6 65.9 58.8 62.3 41.7 21.5 15.6 47.3 50.0 141.0 

max 109 89 80 81 86 102 108 77 75 61 133 141 

|𝑁| 
min 35 32 20 27 23 11 6 3 3 6 3 36 

avg 35.7 34.7 31.8 32.3 30.9 22.5 19.0 12.0 10.1 29.9 16.7 36.0 

max 36 36 36 35 35 35 36 36 36 35 36 36 

𝐶𝑁𝐶 

min 2.611 1.889 1.700 1.806 1.478 2.214 1.667 0.667 0.667 1.167 0.667 3.917 

avg 2.842 2.150 2.166 2.039 1.893 2.753 2.015 1.076 1.062 1.528 1.908 3.917 

max 3.028 2.472 2.438 2.531 2.688 3.182 3.000 2.139 2.083 1.743 3.694 3.917 

𝐶𝑁 

min 59 33 15 26 12 18 5 0 0 2 0 106 

avg 66.7 40.8 38.8 34.6 28.9 40.8 23.7 10.5 6.4 18.4 34.3 106.0 

max 67 54 47 50 55 68 73 42 40 27 98 106 

∆ 

min 0.075 0.054 0.059 0.056 0.040 0.086 0.057 0.061 0.060 0.045 0.106 0.112 

avg 0.082 0.064 0.071 0.065 0.064 0.167 0.160 0.224 0.202 0.075 0.192 0.112 

max 0.087 0.072 0.089 0.082 0.087 0.318 0.333 0.333 0.333 0.233 0.333 0.112 

Clustering: Seq x = Sequence Clustering with x clusters, DWS = DWS Miner with standard parameter and with clusters 

per split = max feature length = max splits = 5 and #features = 10, ActiTraC x Std = ActiTraC with x clusters and standard 

parameters, TC x-y = Trace Clustering with width=x and height=y; #c=number of resulting clusters; |𝐴|= number of arcs; 

|𝑁|= number of nodes; 𝐶𝑁𝐶 ≔
|𝐴|

|𝑁|
 coefficient of connectivity; 𝐶𝑁 = |𝐴| − |𝑁| + 1  cyclomatic number; ∆≔

|𝐴|

|𝑁|∗(|𝑁|−1)
 

density; highest and lowest values of each line are written in bold. 



 

Fig. 2. Heuristics net derived from unclustered log file and from ActiTraC clusters 

w=5, h=4). The last four runs produced three clusters each, which are equal in all 

execution variants - one cluster with 8 arcs and 6 nodes, one with 3 arcs and 3 nodes 

and one with 132 arcs and 36 nodes. It was not possible to derive more than three 

clusters with the applied parameters and the configuration w=2 and h=3 was not able 

to derive any cluster. 

In a nutshell, there is a high amount of process instances only containing 2 to 10 

activities. All approaches, except for the Sequence Clustering [27], found such a clus-

ter, thus, the approaches are generally suitable for the identification of process vari-

ants. However, the results highly depend on the parameterization of the particular 

cluster techniques. On the contrary, the Sequence Clustering approach [27] produced 

clusters covering a homogenous amount of instances but with a comparatively high 

complexity.  

5 Limitations 

A limitation concerning the practical empirical analysis is the parameterization of the 

cluster approaches with regard to the different application scenarios. In fact, several 



parameterizations were tested, whereby a range leading to the best result in the bor-

ders of that parameterization could be identified. However, apart from the Sequence 

Clustering approach [27] there is an infinite number of possible parameterizations, so 

that the results of the analysis are only valid in the borders of the ones applied. Thus, 

it cannot be excluded that other parameterizations lead to other results. Furthermore, 

although two scenarios with real execution data were conducted, it cannot be guaran-

teed that the cluster techniques perform differently in other scenarios. 

Moreover, the Trace Clustering approach [21] allows a plethora of different con-

figurations, e.g. in varying the vector characteristics, choosing another distance meas-

ure or another cluster approach. The paper at hand only analyzed the behavior of the 

configuration which was identified as the best performing in [21]. 

6 Conclusion 

In summary, the paper at hand identified the currently available techniques for clus-

tering business process instance data, characterized them based on a developed mor-

phological box and analyzed their capabilities in two different application scenarios – 

(1) separating a log file containing traces from different processes and (2) improving 

the understandability of the resulting models in terms of reducing their complexity.  

As a result of that comparative analysis, some of the available techniques are suita-

ble for the handling of different objectives within bounds – others are less suitable. 

The Sequence Clustering approach [27] was not able to separate different processes 

and led to underwhelming results in the context of reducing the complexity of the 

resulting models. The Trace Clustering approach [21] presents the highest variability 

as it allows to change the trace characteristics, the distance measure and the clustering 

approach, thus, it is applicable in manifold contexts. Using the approach in the most 

promising configuration as mentioned in [21], led to good results in separating traces 

from different processes. At the same time and in comparison to other approaches, it 

could not convince in reducing the complexity of the resulting models. However, 

another configuration may lead to much better results with regard to that objective. 

Within the first scenario, the Fuzzy Miner [24] was the only approach undoubtedly 

detecting the three different processes, but also ActiTraC [3, 4] and DWS [2, 9] pro-

duced promising results in that context. However, they were not able to derive 3 clus-

ters each containing all traces of one process. ActiTraC [3, 4] was also able to reduce 

the complexity of the mined models (scenario 2) in a higher extent than the other 

approaches but also DWS seems to be adequate for handling that objective. 

A further important finding is the parameterization being the main challenge apply-

ing the available techniques in concrete scenarios. Even if the parameters are well 

known in detail, it is barely possible to set them in an expedient manner. Since that 

setting also highly depends on the application scenario and on the given data, a gen-

eral recommendation cannot be provided. Moreover, heuristics predicting the quality 

of the resulting clusters and determining an optimal configuration are missing. 

Thus, there is a need for heuristics recommending promising settings for particular 

approaches based on the context. E.g. the number of resulting clusters could be set to 



the number of blocks resulting from an activity correlation matrix, similar to those in 

Fig. 1b. Developing such heuristics should be focused in future work and would high-

ly improve the results and the usability of already existing techniques. 
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